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ABSTRACT
In this paper, we introduce ReLM, an interactive web-based recom-
mendation system that leverages Large Language Models (LLMs) to
provide personalized and grounded recommendations for various
types of content. ReLM features a user interface for web-based
open-domain QA, personalized autocomplete suggestions, and an
interactive experience for content discovery. We investigate the
personalization capabilities of LLMs through different prompts
and natural language narratives to dynamically build user interest
profiles. ReLM collects personalized information through conver-
sational interaction with the uers and provides rich multimodal
information for the presented results, offering a superior, more
interactive, and intuitive user experience for content discovery. We
evaluate the effectiveness of ReLM through a user study. Our results
demonstrate that personalized suggestions significantly outperform
non-personalized suggestions, highlighting the potential of LLMs
for recommendations.

1 INTRODUCTION
The ReLM project aims to develop an interactive interface for web-
based recommendations using Large Language Models (LLMs). The
proposed system provides personalized and grounded recommen-
dations for different types of content. Our core motivation is to
explore the capabilities of LLMs to improve content discovery and
user engagement. ReLM provides a user interface for grounded
recommendations of various types of content, including movies,
games, recipes, people, places, and books. It supports web-based
open-domain QA with grounded multi-document summarization,
display of relevant images, videos, and metadata, and exploration
of relevant entities, topics, facets, and questions. The system con-
structs user interest profiles through interactions with UI and natu-
ral language, provides personalized and contextualized autocom-
plete suggestions, and offers an interactive experience for content
discovery using LLMs.

This project will explore the personalization capabilities of LLMs
through different prompts across different aspects, such as gender,
age, ethnicity, and level of education. The system will also use nat-
ural language narratives to dynamically build user interest profiles
and allow users to edit them by interacting with the UI or through
natural language. Compared to previous recommendation systems,
ReLM will collect personalized information from users through
conversational interaction with a chatbot and provide rich multi-
modal information from various sources and APIs for the presented
results. Additionally, the system will summarize the user’s history
to ensure the LLM remains up-to-date and relevant to the user’s
interest.

The proposed ReLM system will offer a better, more interactive,
and intuitive user experience for content discovery. It will augment
the current text-based interaction with LLMs with rich structured
multimodal information and grounded responses. It will provide
superior content recommendations compared to existing traditional
Collaborative Filtering systems thanks to LLMs’ higher-level un-
derstanding of entities, concepts, and their connections. The ReLM
system will contribute to the development of a more personalized,
interactive and intelligent recommendation system for web-based
content.

The implementation for the ReLM project includes designing
and developing a user interface for web-based recommendations
using LLMs (such as GPT3 and ChatGPT). The system will be based
on various prompt templates and a database for storing user profiles
and interactions. User feedbackwill be collected through like/dislike
buttons in the interface and/or natural language, and ReLM will
update the user’s profile and refine the recommendations over time.
Our system will be evaluated through user testing and human
evaluation. An example use case can be seen in figure 1.

Given that our goals like “personalized”, “interactive” and “in-
telligent” are the subjective requirements where it is difficult to
quantify without human judgment, our evaluation will focus in two
directions, human evaluation and LLM evaluation. We will follow
the traditional human evaluation steps and let some different target
users rate their interaction experience with the chatbot in multi-
ple aspects. And we are especially interested in some exploration
and discussion about Human-AI-in-the-loop to improve the human
evaluation process. Some topics we can explore like 1) Can Chat-
GPT imitate different target users well? Will human evaluation be
in line with LLM evaluation results if we ask ChatGPT to imitate
that target users? 2) What if we use HCI methods like Personas,
Mental Models and Conceptual Models for target users imitated by
ChatGPT?

The reason we chose this specific project is because all of our
team members us work in Natural Language Processing and Infor-
mation Retrieval.

2 RELATEDWORK
2.1 Recommendation Systems
Recommendation systems are intelligent algorithms that aim to
recommend items to users based on their preferences and past be-
haviors [14]. These systems have become increasingly important
in recent years due to the vast amount of information available on
the internet, making it difficult for users to find the information
they need. In this article, we will provide an overview of recom-
mendation systems and discuss some of the popular approaches
used in developing these systems.



Recommendation systems can be broadly classified into three
categories: content-based, collaborative filtering, and hybrid sys-
tems [17]. Content-based systems recommend items to users based
on their past preferences or behavior, while collaborative filtering
systems recommend items based on the preferences of similar users.
Hybrid systems combine both content-based and collaborative fil-
tering approaches to provide personalized recommendations to
users.

Content-based recommendation systems are based on the
idea of recommending items that are similar to items the user has
previously liked. These systems use features such as the genre,
director, or actors of a movie to recommend similar movies to the
user. The primary advantage of content-based systems is that they
can recommend items that are unique to the user’s tastes, even if
those items are not popular or well-known [12].

Collaborative filtering recommendation systems, on the
other hand, recommend items based on the preferences of similar
users. These systems use historical user-item interactions, such as
ratings or reviews, to find patterns and similarities among users. Col-
laborative filtering can be further divided into two sub-categories:
user-based and item-based collaborative filtering. User-based col-
laborative filtering recommends items to a user based on the pref-
erences of similar users, while item-based collaborative filtering
recommends items to a user based on the similarities between items
[16].

Hybrid recommendation systems combine both content-based
and collaborative filtering approaches to provide personalized rec-
ommendations to users. These systems have been shown to provide
better recommendations than either content-based or collaborative
filtering alone. Hybrid systems can also overcome some of the limi-
tations of content-based and collaborative filtering systems, such
as the cold start problem [3].

There are several approaches to developing recommendation
systems, including matrix factorization, deep learning, and graph-
based approaches [20]. Matrix factorization is a popular approach
used in collaborative filtering systems. It involves decomposing a
user-item interaction matrix into two lower-dimensional matrices,
one for users and one for items. Deep learning approaches, such as
neural networks, have also been used to develop recommendation
systems. These systems can capture complex patterns in user-item
interactions and provide more accurate recommendations. Graph-
based approaches, such as graph convolutional networks, use the
relationships between users and items to make recommendations.
These systems have shown promising results in cold start scenarios,
where there is little to no user-item interaction data available [19].

In this work we will explore a new direction in recommendations
that relies on Large Language Models and provides a natural lan-
guage interface for content discovery that makes users’ interactions
with the system more intuitive and transparent.

2.2 Large Language Models
Large language models (LLMs) are AI systems that have gained
attention for their ability to generate high-quality text, perform
language tasks, and simulate human-like conversation [6]. LLMs,

like OpenAI’s GPT-3 and Google’s BERT, are built using neural net-
works and have demonstrated impressive performance on various
language tasks [2, 7, 10].

However, LLMs have faced criticism for perpetuating biases and
potential misuse in generating fake news [8, 13]. Researchers have
proposed techniques to mitigate biases and improve transparency,
such as using diverse training data and explainable AI (XAI) [4, 18].

In this work, we develop a recommendation system using Chat-
GPT, an instruction fine-tuned variant of GPT-3, through carefully
designed prompts to support various operations.

2.3 Narrative-driven Recommendations
Narrative-driven recommendation systems use storytelling to en-
hance user experience, providing context and relevance to recom-
mendations. They differ from traditional systems that rely on user
data, item data, or collaborative filtering [15].

Traditional systems often suffer from cold-start problems and
ignore the context behind user preferences [5]. Narrative-driven
systems address these limitations by using storytelling techniques,
personal anecdotes, or fictional narratives relevant to user prefer-
ences [1].

Examples of narrative-driven systems include storytelling-based
movie and music recommender systems [9, 11]. These systems
offer advantages such as a more engaging experience, addressing
cold-start problems, and improving user trust in recommendations
[19, 20].

In conclusion, narrative-driven recommendation systems use
storytelling techniques to enhance user experience, providing con-
text, addressing cold-start problems, and improving user trust. They
have the potential to revolutionize recommendations for products,
services, and content.

3 PROBLEM STATEMENT
3.1 Problem Statement
In the current landscape of web-based recommendations, there is a
need to improve personalization, content discovery, and user en-
gagement. Existing systems largely rely on text-based interactions
and traditional Collaborative Filtering methods, which have limita-
tions when it comes to understanding users’ interests, preferences,
and the connections between different entities and concepts. As a
result, these systems may fail to deliver a truly personalized and
interactive experience, leaving users feeling unsatisfied with the
recommended content. To address this issue and harness the poten-
tial of Large Language Models (LLMs), the ReLM project seeks to
design and develop an interactive web-based recommendation sys-
tem utilizing LLMs for a more personalized and grounded content-
discovery experience through conversational natural language.

3.2 Proposed Solution
ReLM aims to provide a user interface that enables personalized and
grounded recommendations for various types of content through
conversational queries. By leveraging the capabilities of LLMs, such
as GPT-3 and ChatGPT, our system offers a more interactive and
intuitive user experience. We designed an interactive user interface
and a database for storing user profiles and interactions. ReLM
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uses various prompt templates to create personalized content sug-
gestions, which are refined over time based on user feedback (e.g.,
like/dislike buttons and natural language input). Our goal is to con-
tribute toward the development of a more intuitive, personalized,
interactive, and intelligent recommendation system that addresses
many limitations of existing systems.

4 SYSTEM DESCRIPTION
4.1 Usage Flow
In our final high fidelity prototype, the user’s flow consists of four
main stages, as outlined below.

Stage 1: The primary interface takes inspiration from modern
search engines with an emphasis on simplicity. We provide a text
hint in the search bar, indicating the types of queries ReLM sup-
ports to differentiate it from traditional search engines. The user’s
interaction with our system can be seen in Figure 1.

Stage 2: Users type queries in the search box, receiving contex-
tual query completions while typing as seen in stage 2 of Figure 1.
The autocomplete suggestions are generated based on the user’s
interest profile and search history.

Stage 3: Pressing enter triggers the search, revealing a result
panel as shown in stage 3. These results are supplemented with
images. When a user clicks on a result, additional details about the
entity are displayed (as seen in stage 4). Like and dislike buttons
are included for our explicit feedback mechanism to refine the
recommendations. Clicking ’more suggestions’ expands the results
panel, revealing additional recommendations based on the feedback
provided. We also present automatically generated facets that users
can click to explore other aspects of their query. For instance, if
the user clicks on ’food’, a new search query ’thing to do in spain /
food’ will be executed.

Stage 4: Clicking an entity result reveals additional details about
it in stage 4. A larger image alongwith amore detailed description is
displayed. At the bottom, similar recommendations to the displayed
entity are presented, and the user can refresh the suggestions with
the refresh icon. The user can easily return to the result panel by
clicking the close button on the top right.

Search History Located on the top right of the page is a user
profile icon. When clicked, it displays recent search history in the
first tab, as shown in Figure 2. Users can close this panel either by
selecting a query or clicking the close button. In the second tab next
to history, there is a user-editable profile, where users can explicitly
describe their profile and preferences to fine-tune the suggestions
of ReLM (as seen in figure 3).

4.2 Features
In this section, we discuss various features of our system, which
include query-based item recommendations, item-based recommen-
dations, entity summaries, query intent classification, autocomplete,
query facet suggestions, and user profiling personalization. These
features are designed to provide users with a personalized and
efficient search experience. We utilize ChatGPT to generate rec-
ommendations, summaries, and personalized suggestions based
on user profiles and interaction data. Additionally, we employ the
Bing Entity Search API and Bing Image Search API to ground the
recommendations and retrieve relevant metadata. By combining

these techniques, our system offers a dynamic and adaptive search
experience that caters to users’ unique preferences and behaviors.

4.2.1 Query-based item recommendations. The query-based item
recommendations feature suggests items to users based on their
query. It uses the keywords or phrases provided by the user to
generate a list of relevant items that match the query. The recom-
mendations can be based on various factors such as popularity,
relevance, and personalization, depending on the system’s design
and implementation. In our system, we utilized ChatGPT to provide
entity suggestions for any given query with the following prompt:

User summary: {}

Based on the user 's summary , give 5

suggestions for the query '{}'. Return a

list of json objects in this format:

[{{" title": ..., "description ": ...}}, ...]

the titles should only be entity names , and

only return the json , no other words in

your response

The prompt template has 2 variables for the user’s profile sum-
mary and the target entity. The user’s summary helps adapt the
suggestions of the LLM so that they match both with the target
entity and the user’s general interests. As we will see later in sec-
tion 2.7, the user summary is generated by ChatGPT using all their
interactions and their optional defined profile (bio).

To ground the recommendations generated from ChatGPT, we
use the Bing Entity Search API for every entity name. For location
entities, we save the entity name, search result URL, entity home
page URL, entity address, and entity telephone. For other entities,
we save the entity name, search result URL, entity home page URL
and entity description. We then use the Bing Image Search API to
retrieve images for all the grounded entities. Even though in our
current prototype we don’t display any special metadata for the
entities, in a future version we plan to integrate them.

4.2.2 Item-based recommendations. The item-based recommenda-
tions feature suggests items to the users based on a target item/en-
tity and their profile. The system identifies items that are similar to
the target and the ones that the user has interacted with, and rec-
ommends them as potential options. Item-based recommendations
can be implemented using various techniques such as collaborative
filtering, clustering, and similarity-based algorithms. In our system,
we also employed ChatGPT for item-based recommendations using
the following prompt:

User summary: {}

Based on the user 's summary , give 4 other

suggestions of the same entity type for

someone who likes '{}'. Use the

following json format:

[{{" title": ..., "description ": ...}}, ...]

3



the titles should only be entity names , and

only return the json , no other words in

your response

Similar to the query-based item recommendations, we then
ground all the suggestions using the Bing Entity Search API and
retrieve additional metadata depending on the type of the entity,
including a representative image.

4.2.3 Entity summaries. Entity summaries are concise descriptions
of specific entities such as people, places. The goal of entity sum-
marization is to provide a brief and informative summary of the
entity’s most important attributes or characteristics. This is often
done using techniques such as entity extraction and entity linking,
which identify and link the entity mentions in the text to their
respective entities in a knowledge base or database.

We first used the Bing Web Search API retrieve the top 10 docu-
ments for the given entity query and combine them as input context
for ChatGPT. We then used the following prompt to get a personal-
ized concise entity summary:

User summary: {}

Web context: {}

Based on the user 's summary and the web

context , write a personalized summary

about '{}' in around 40 words , Use the

following json format:

{{" title": ..., "description ": ...}}

only return the json , no other words in your

response

4.2.4 Query Intent Classification. We have 2 main categories of
queries; recommendation queries and entity-oriented queries. The
recommendation queries expect a list of suggested items with brief
description as output, while the entity-oriented expect a more de-
tailed summary about some specific entity. In order to identify the
query intent we used the following prompt:

Choose the most appropriate intent below for

the query '{}':

1. user wants some recommendations

2. user wants information about something

Output format should be only the number

4.2.5 Autocomplete. Autocomplete is aimed at enhancing user ex-
perience by providing real-time query suggestions. This feature
is also powered by ChatGPT. ChatGPT is configured with a tai-
lored prompt comprising the current query prefix, user’s history
of queries and the instruction. For example, if the query prefix
is "best restaurants in", ChatGPT generates possible completions

such as "best restaurants in New York" or "best restaurants in San
Francisco" based on the user’s query history.

This feature provides users with an intelligent and personalized
search experience, dynamically adapting to their search patterns
and preferences to offer the most relevant auto-completed queries.
The following prompt is used to generate auto-complete sugges-
tions:

Generate 5 `completed queries ` based on the

given `query prefix ` and taking into

account the user 's `search_history `.
Ensure that the `completed queries `
cater to the user 's personalized needs

as encoded in their search_history.

Present the `completed queries ` as a

list of strings in Python list format

without including any additional

information. Each query should be

enclosed in double quotes and separated

by commas.

search_history: {}

query prefix: {}

completed queries (example format): ["item

1", "item 2", ...]

completed queries:

4.2.6 Query Facet Suggestions. The ‘query facet suggestions’ fea-
ture is an integral part of the ReLM system, aiming to provide users
with amore personalized and targeted content discovery experience
by offering relevant aspects of their queries. This feature utilizes
ChatGPT with a prompt template containing two variables: the
user’s summary and the input query. By incorporating the user’s
preferences and interests, along with the context of the search
query, the system dynamically generates personalized facets for
the user to explore. More specifically we used the following prompt
template:

Given the user 's summary and query , generate

up to 5 diverse and distinct topics/

facets , the topics should be short (up

to 3 words) using the json format below:

User summary: {}

Query: {}

{{" facets ": ["facet 1", "facet 2", ...]}}

only return the json , no other words in your

response

For example, if a user searches for "best things to do in Spain,"
the system might present facets such as "landmarks," "cuisine," or
"festivals," taking into account the user’s specific interests, like archi-
tecture, food, or cultural events. This feature not only allows users
to narrow down their search but also enhances the overall content
discovery journey through tailored and meaningful suggestions.
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4.2.7 User profiling & Personalization. User profiling & Person-
alization is crucial to deliver a search experience tailored to each
user’s unique preferences and behaviors. The goal of this feature is
to create a comprehensive user profile, leveraging all the data accu-
mulated during their interactions with our system. The interaction
data comprises clicked items, liked items, disliked items, and past
queries.

To implement this, we utilize ChatGPT to generate a user sum-
mary based on all the interaction data. This provides a concise and
coherent overview of the user’s activity and preferences, enabling
our system to deliver more personalized and relevant search results.

Anytime a user has a new interaction with the system, the user
profile is updated. This means our system remains responsive and
adaptive to changing user behaviors and preferences, ensuring an
always up-to-date personalized search experience.

This is the prompt for generating user summaries:

Generate a concise summary that profiles the

user based on their `bio ` and `
history_queries `, `clicked_items `, `
liked_items ` and `disliked_items `.
Ensure that this summary accurately

captures the user 's preferences and

interests.

bio: {}

history_queries: {}

clicked_items: {}

liked_items: {}

disliked_items: {}

summary:

Filling out all placeholders using the user’s interaction data enables
us to prompt ChatGPT to produce a concise and coherent summary
in natural language. We present below an example of a user sum-
mary generated by ChatGPT (due to the page limit, we omit the
user interaction data):

“John Doe, a 35-year-old residing in San Francisco,
shows a deep enthusiasm for technology, travel, fit-
ness, and cooking. He actively seeks updates on the
latest in technology and is intrigued by travel destina-
tions that have a tech angle. His fondness for cooking
is mirrored in his inclination towards healthy recipes.
While his interest in fitness is apparent, a specific
video tutorial on proper squat technique failed to cap-
tivate him. His preferred content spans tech podcasts,
travel blogs with a focus on tech-centric locales, and
recipes promoting a balanced diet.”

5 EVALUATION
To evaluate the effectiveness of our language model-based recom-
mendation system, we conducted a user study comparing sugges-
tions with and without personalization. We recruited 20 partici-
pants, consisting of friends and family members, aged between 18
and 65 years old. Each participant was asked to write a short bio
about themselves, such as:

"I am a PhD student from UMass Amherst, my major
is computer science. I am from China, and I like things
with a sense of technology. I love all kinds of sports.
I also like natural scenery, like traveling by car, and
often go hiking."

Using these bios, we generated personalized recommendations
for 10 different queries. Participants were then asked to rate each
suggestion on a scale of 1 to 5, with 1 being the lowest and 5 being
the highest. To compare the effectiveness of personalized and non-
personalized suggestions, we performed a one-sided t-test on the
average ratings.

6 RESULTS
The results of the t-test indicated that there is a significant large
difference between personalized and non-personalized suggestions.
The mean rating for personalized suggestions was 4.52, while the
mean rating for non-personalized suggestions was significantly
lower at 3.5 (as seen in table 1). The t-test yielded a t-value of 15.2
with 19 degrees of freedom, and a p-value less than .001.

Setting Average St. Deviation
Not Personalized 3.5 0.3162
Personalized 4.52 0.3033

Table 1: Comparison of average ratings and standard devia-
tions for personalized and non-personalized suggestions

These results demonstrate that the language model-based recom-
mendation system with personalization significantly outperforms
the non-personalized version. Participants found the personalized
suggestions to be more relevant and useful, as evidenced by the
higher average ratings. One good example of personalized recom-
mendations can be seen in table 2. This suggests that incorporating
personalization into the recommendation system can lead to a more
satisfying user experience.

7 CONCLUSIONS
In this paper, we presented ReLM, a language model-based con-
tent recommendation system that leverages the power of Large
Language Models (LLMs) to provide personalized and grounded
recommendations for various types of content. Our results demon-
strated that personalized suggestions significantly outperformed
non-personalized suggestions, with a mean rating of 4.52 compared
to 3.5 (as seen in table 1). This indicates that incorporating personal-
ization into the recommendation system leads to a more satisfying
user experience and better overall performance.

As LLMs continue to become the core of search and recommen-
dation systems, user profiles will likely evolve into summarized
prompts for these models. ReLM serves as an early demonstration
of the next generation of recommendation systems, showcasing
the potential of personalized proactive assistants as an interesting
direction for future research and development.
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Example - Not Personalized Same Example - Personalized
Query: best movie to watch Query: best movie to watch
User Profile: I am a phd student from umass amherst, my major is
computer science. I am from China, and I like things with a sense of
technology. I love all kinds of sports. I also like natural scenery, like
traveling by car, and often go hiking.

User Profile: I am a phd student from umass amherst, my major is
computer science. I am from China, and I like things with a sense of
technology. I love all kinds of sports. I also like natural scenery, like
traveling by car, and often go hiking.

"The Shawshank Redemption": Two imprisoned men bond over a num-
ber of years, finding solace and eventual redemption through acts of
common decency.

"The Social Network (2010)": A gripping tale that portrays the creation
of Facebook by Harvard undergrad Mark Zuckerberg. It dives into the
drama, politics, and ethical dilemmas of tech startups, making it an
exciting and enlightening watch for a computer science student.

"Inception": A skilled extractor is offered a chance to regain his old life
as payment for a task considered to be impossible.

"Ex Machina (2014)": A deeply thought-provoking film that explores
artificial intelligence and the Turing Test. Its techno-thriller vibe and
philosophical undertones about humanity and consciousness will appeal
to your interest in technology.

"Parasite": Greed and class discrimination threaten the newly formed
symbiotic relationship between the wealthy Park family and the desti-
tute Kim clan.

"Interstellar (2014)": Directed by Christopher Nolan, this film combines
science fiction with stunning visual effects of space and otherworldly
landscapes, offering a thrilling journey that will satisfy your love for
natural scenery.

Table 2: Comparison of non-personalized and personalized movie suggestions

8 FUTUREWORK
There are several areas for improvement and further exploration in
the ReLM system:

• Display more entity metadata to provide users with richer
information about the recommended content.

• Implement a user authentication system to enable personal-
ized recommendations across multiple devices and sessions.

• Tune and self-host a smaller LLM (e.g., Vicuna-13b) for faster
inference and improved system performance.

• Implement suggestion streaming to decrease latency and
provide a more seamless user experience.

• Develop near lossless compression techniques for user pro-
files to optimize storage and retrieval efficiency.

9 PARTICIPATION
Chris contributed to the project by working on the frontend and
UI development using React. He also assisted with the backend
system design and wrote and reviewed several parts of the report,
including the evaluation strategy. Additionally, he contributed to
the query facet generation in the backend.

Hansi focused on backend development, taking responsibility
for implementing the autocomplete and personalization features
using ChatGPT. He also authored the relevant sections about these
components in the report.

Zonghai worked on the backend as well, handling query intent
classification, item recommendations using ChatGPT, and ground-
ing using the Bing Entity Search API. He documented these aspects
in the appropriate parts of the report.
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Figure 1: The flow of a user engaging with ReLM encompasses 4 primary stages: 1) inputting queries in a search bar, 2) receiving
contextual autocomplete suggestions driven by user interest and search history during typing, 3) obtaining a results panel
containing enhanced content, feedback choices, and facets for query exploration, and 4) accessing detailed entity summaries
overlaying the results panel when selecting a result, complete with pertinent metadata and related recommendations, allowing
effortless navigation using refresh and close icons. 7



Figure 2: Showing user search history in a sidebar after clicking the profile icon on the top right of the page.

Figure 3: The editable user profile text area next to history.
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